On the optimality of the genetic code, with the consideration of termination codons
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Abstract

The existence of nonrandom patterns in codon assignments is supported by many statistical and biochemical studies. The canonical genetic code is known to be highly efficient in minimizing the effects of mistranslation errors and point mutations. For example, it is known that when an error induces the conversion of an amino acid to another, the biochemical properties of the resulting amino acid are usually very similar to that of the original. Prior studies include many attempts at quantitative estimation of the fraction of randomly generated codes which, based upon load minimization, score higher than the canonical genetic code.

In this study, we took into consideration both the relative frequencies of amino acids and nonsense mistranslations, factors which had been previously ignored. Incorporation of these parameters, resulted in a fitness function (ϕ) which rendered the canonical genetic code to be highly optimized with respect to load minimization. Considering termination codons, we applied a biosynthetic version of the coevolution theory, however, with low significance. We employed a revised cost for the precursor-product pairs of amino acids and showed that the significance of this approach depends on the cost measure matrix used by the researcher. Thus, we have compared the two prominent matrices, point accepted mutations 74–100 (PAM74–100) and mutation matrix in our study.
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1. Introduction

The canonical genetic code was long thought to be a “frozen accident” (Crick, 1968). However, later studies revealed the existence of small variations in the genetic code, which prompted a search for an applicable theory (Ouaeva, 1995). Several hypotheses have been presented to explain the evolution of the genetic code to its present form (Crick, 1968; Dillon, 1973; Wong, 1975; Woese, 1965; Pele, 1965; Goldberg and Wittes, 1966; Woese et al., 1966; Szathmary, 1991; Szathmáry and Zintzaras, 1992; Goldman, 1993; Jukes, 1997; Judson and Haydon, 1999; Housen, 1999; Ronneberg et al., 2000; Freeland et al., 2000; Ardell and Sella, 2001; Di Giulio, 2001a,b; Freeland, 2002; Sella and Ardell, 2002; Di Giulio, 2003). One of the latest scenarios, designated “code-metabolism coevolution”, postulates that the earliest genetic code used a small number of prebiotically synthesized amino acids, and subsequently expanded to its present form by incorporating codons for novel derivatives of these premordial amino acids as biosynthetic pathways evolved (Wong, 1975, 1976, 1981; Di Giulio, 1999; Di Giulio, 2000; Wong and Bronskill, 1979). However, the statistical significance of this theory was debated by Ronneberg et al. (2000).
On the other hand, statistical studies have supported the theory that the genetic code has evolved so as to minimize the consequences of errors during transcription and translation (Woese, 1965; Sonneborn, 1965; Haig and Hurst, 1991; Freeland and Hurst, 1998; Ardell, 1998; Knight et al., 1999; Freeland et al., 2000). In order to test this hypothesis, attempts have been made to compute the optimality of the genetic code by quantifying the cost of single-base changes as reflected in protein sequences (Alff-Steinberger, 1969; Haig and Hurst, 1991; Freeland and Hurst, 1998; Gilis et al., 2001).

In an improved approach, Haig and Hurst (1991) and Freeland and Hurst (1998) compared the canonical genetic code with randomly generated codes in order to assess the relative efficiency of the natural code in limiting the consequences of transcription and translation errors. Haig and Hurst (1991) considered several fitness functions, $\psi$, based on different physicochemical parameters as cost functions for estimating the efficiency of a code in load minimization. Proposing this function $\psi$ supposedly evolved towards a minimum through evolution, they then generated a set of random genetic codes, and computed the fraction of those codes which scored better (i.e. have a smaller value of $\psi$) than the natural code. They found that when using differences in polarity (hydrophathy) between amino acids as a cost measure, single base changes in the natural code had a very small average effect (Woese et al., 1966). Thus the following fitness function was introduced to estimate load minimization:

$$
\psi_{\text{Haig and Hurst}} = \sum_{c \in C} \sum_{c' \in C} p(c'|c)(h(a(c)) - h(a(c'))^2
$$

(1)

In the equation above, $p(c'|c)$ denotes the probability of codon $c$ being misread as $c'$ (in this case, the probabilities of single base changes at all codon positions and for all types of mutation are considered equal). In the function presented and throughout this text, $a(c)$ is the amino acid coded by codon $c$ and $h(a)$ is the hydrophathy index of amino acid $a$. Calculating $\psi$ scores for thousands of randomly generated codes, Haig and Hurst (1991) found the fraction of random genetic codes that beat the natural genetic code to be in the order of $10^{-4}$. Furthermore, by taking into account the transition/transversion biases and differences in the effects of changes at the three codon positions on mistranslation, a new fitness function was proposed which more accurately modeled the probability of translational errors (Freeland and Hurst, 1998). With the improved $\psi$ function the fraction of random genetic codes that are better than the natural one decreased to $10^{-6}$.

Gulis et al. (2001) highlighted the importance of another parameter in the optimization of the genetic code, namely the frequency at which different amino acids occur in proteins. Although this frequency differs from protein to protein, they recognized a general prevailing pattern (Table 1). Plotting the number of synonymous codons for amino acids versus their frequencies revealed a high correlation between these variables, signifying the importance of this factor in the optimization of genetic code (Fig. 1). They further improved $\psi$ by considering properties in addition to polarity to measure the effect of different amino acids on protein conformation and stability. They devised a cost function designated “mutation matrix” by evaluating, in silico, the change in folding free energy caused by all possible point mutations in a set of protein structures. Mutation matrix is alleged to be unbiased towards the genetic code, based on the fact that it compares the impact of single base mutations on the accurate folding of a protein, which makes it a suitable cost function for studying the genetic code (Gulis et al., 2001). The derivation is based on a dataset of 141 protein structures, determined by X-ray crystallography (studied by Wintjens et al., 1996). Each residue in each of these 141 proteins is mutated into the 19 non-wild-type amino acids and for each of these mutations, the change in folding free energy is
evaluated using the procedure detailed by Gilis et al. (2001). In addition to their own mutation matrix, Gilis et al., also made use of the point accepted mutations 74–100 (PAM74–100) scoring matrix (Gulis et al., 2001). The point accepted mutations (PAM) matrices are a family of matrices derived from amino acid substitution frequencies observed within homologous proteins. PAM74–100 is considered the least biased PAM matrix towards genetic code, as it is based on highly diverged sequences and only reflects the physicochemical similarities of the amino acids and not codon proximity (Freeland et al., 2000). For example, when two codons are near each other (in terms of mutation), an amino acid in one protein might mutate to the other simply due to the high probability of this phenomenon and irrespective of similarity between the corresponding amino acids. Yet, when highly diverged proteins are compared, the amino acid replacements occur due to the ability of the corresponding amino acids to compensate each other and not because of randomly occurring mutations. Not withstanding its advantages, a number of researchers are not satisfied with PAM and other similar matrices (DiGiuli, 2001).

Gulis et al. (2001), conducted the classic experiment of generating random genetic codes, while applying their new fitness function,

\[
\psi^{\text{sim}} = \sum_{c=1}^{64} n(a(c)) \sum_{c'=1}^{64} p(c'|c) n(a(c'), a(c'))
\]

In the above equation and throughout the text, \( p(a(c)) \) is the frequency of amino acid \( a \) coded by codon \( c \) (\( 0 < p(a(c)) < 1 \)), \( n(a(c)) \) is an integer standing for the number of synonymous codons of amino acid \( a \). \( p(a(c'), a(c')) \) is a cost measure function which reflects the deleterious effect of the amino acid substitution resulting from the misreading of codon \( c \) as \( c' \) (usually PAM or mutation matrices are used). Throughout this text, the functions \( p(a) \) and \( n(a) \) refer, respectively, to the relative frequency and the number of synonyms of an amino acid. The application of mutation matrix to the natural code and randomly generated codes resulted in a lower fraction of random codes whose value of \( \psi \) is lower than that of natural code (\( f = 2 \times 10^{-9} \)). Application of PAM74–100 matrix produced the same results.

In the work presented, we devised a set of experiments, introducing a new group of parameters which were previously overlooked. The above studies, made no allowance for mistranslations leading to stop codons. Logically, if the canonical genetic code is optimized in load minimization, it should also be capable of withstanding effects of nonsense mutations as well. In this paper, not only has this been considered, but some of its consequences have been also studied. We have used the average frequencies of codons located near the stop codons (in terms of mutation) as the determining cost of a known mistranslation. We also made a comparison between the
PAM74-100 and mutation matrices regarding a biosynthetic version of code-metabolism coevolution theory, both in the presence and absence of nonsense mistranslations. The overall impacts of these parameters resulted in a lower \( f \) (the fraction of random codes whose value of \( q \) is lower than that of natural code) and consequently, a reduction in the probability of obtaining, by chance, a code with a higher efficiency.

2. Methods

In the work presented, we first defined a new fitness function, \( q_{\text{HH}} \), on the same basis as Gilis et al. (2001), but in a slightly different manner. We applied the relative frequencies of amino acids, given in Table 1, to form the function below:

\[
q_{\text{HH}} = \sum_{c=1}^{64} p(a(c)) f(c) \sum_{c'=1}^{64} p(c') g(a(c), a(c'))
\]

The variables and functions are the same as those defined in \( q_{\text{HH}} \) except for the novel function \( f(c) \), which is defined as follows,

\[
f(c) = \begin{cases} 
\int_{-\infty}^{y} \frac{1}{\sqrt{2\pi}} e^{-t^2/2} \, dt & \text{if } y \leq 0 \\
1 - \int_{-\infty}^{y} \frac{1}{\sqrt{2\pi}} e^{-t^2/2} \, dt & \text{if } y > 0 
\end{cases}
\]

\[
y = \frac{(n(a(c))/n(\text{total}) - n(a(c))/n(\text{total})) - p(a(c))}{\text{Sin}(a(c))}
\]

where \( n(\text{total}) \) and \( n(\text{SC}) \) are the total number of codons, and the number of stop codons, respectively. Note that in all our randomly generated codes, \( n(\text{total}) \) equals 64 and \( n(\text{SC}) \) returns 3. The value designated \( S \) in the \( y \) function is a constant value, fixed at 100 in this research.

In Eq. (3), PAM74-100 and mutation matrices were used as the substitution matrices of \( g(a(c)) \) (the cost function). Freeland and Hurst (1998; Gilis, 2001) have chosen the following values for \( p(c|c') \) (the probability of mistranslation at each codon position), which we also use here:

- \( p(c|c') = 0.5/N \) if \( c \) and \( c' \) differ in the first base and cause a transversion;
- \( p(c|c') = 0.5/N \) if \( c \) and \( c' \) differ in the second base and cause a transition;
- \( p(c|c') = 1/N \) if \( c \) and \( c' \) differ in the first base and cause a transition;
- \( p(c|c') = 0 \) otherwise.

(\( N \) is the normalization factor selected so that \( \sum_c p(c|c') = 1 \).

Rules for generating random genetic codes (Freeland and Hurst, 1998):

1. The "codon space" is divided into 21 non-overlapping sets of codons observed in the canonical code, each set specifying an amino acid in the natural genetic code (one set consists of stop codons).
2. Each alternative code is obtained by randomly assigning each of the 20 amino acids to one of these sets. All three stop codons remain invariant, in position for all alternative codes.

In the next step we tried to include nonsense mistranslations along with other types of error, already being considered. We applied this issue based upon the fact that if codons closer to termination codons (in terms of mutation) occur less frequently in DNA, less codons will be likely to mutate to stop codons, thus improving code fitness. The term \( p(a|n(a)) \) had already been considered in \( q_{\text{HH}} \) as an indication of codon frequency, so we simply defined a variable, \( K \), to alter our cost function in the way that it would include nonsense mistranslations (\( g(x, \text{stop codon}) = -K \)).

According to the "code-metabolism coevolution" theory, codon assignments coevolved with the invention of biosynthetic pathways for new amino acids, which means a product amino acid being synthesized from a precursor one, usurped codons assigned to its precursor (Ronneberg et al., 2000; Amirnovin, 1997; Osawa et al., 1992). The theory postulates that biosynthetically related amino acids in the genetic code should be positioned near each other in terms of mutation. In this phase, we used the 12 biochemically related precursor-product amino acid pairs introduced by Ronneberg et al. (2000), shown in Table 2. All the pairs are located in the same biochemical branch.
Table 2
Precursor-product pairs, indicated by Ronneberg et al. (2000)

<table>
<thead>
<tr>
<th>Precursor</th>
<th>Product</th>
<th>Precursor</th>
<th>Product</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ser</td>
<td>Trp</td>
<td>Asp</td>
<td>Asn</td>
</tr>
<tr>
<td>Ser</td>
<td>Cys</td>
<td>Asp</td>
<td>Met</td>
</tr>
<tr>
<td>Phe</td>
<td>Tyr</td>
<td>Asp</td>
<td>Lys</td>
</tr>
<tr>
<td>Thr</td>
<td>His</td>
<td>Gln</td>
<td>Pro</td>
</tr>
<tr>
<td>Gln</td>
<td>His</td>
<td>Asp</td>
<td>Arg</td>
</tr>
<tr>
<td>Gln</td>
<td>Gln</td>
<td>Asp</td>
<td>Thr</td>
</tr>
</tbody>
</table>

These are self-consistent and biologically relevant set of precursors as the closest direct antecedents to their product amino acid in an energetically favorable non-transamination pathway.

and all conversions are energetically favorable. We dedicated extra weight to these pairs by altering our scoring matrix using the equation:

\[ g(a, a') = \text{Inc} |g(a, a')| + g(a, a') \text{ where } 0 < \text{Inc} < 1. \]

A cost measure is added by a known fraction of itself, if the pair \((a, a')\) is in the set of pairs shown in Table 2, thus, favoring the two amino acids of a pair being positioned near each other. Note that when approaching coevolution theory, our study considers a period of time, when all the twenty amino acids had been included in the genetic code.

In many of our experiments, there was no random code found to score higher than the canonical genetic code. However, since the distributions of our results were very similar to normal distribution (see Figs. 2 and 5), we defined Z-value as a measure of optimality:

\[ Z = \frac{\psi_{cgc} - \mu}{\sigma} \]

where \(\mu\) the average score of the generated codes, \(\sigma\) the standard deviation of the scores obtained, and, \(\psi_{cgc}\) the fitness score of the canonical genetic code.

Higher Z-values imply lower probabilities of obtaining a better random code by chance.

3. Results

Using the PAM31-100 scoring matrix as a cost function, we applied our \(\psi^{HH}\) to \(2 \times 10^9\) random genetic codes.

Fig. 2. The score distribution of \(2 \times 10^9\) randomly generated codes, applying \(\psi^{HH}\). The score of the canonical genetic code is indicated by an arrow.
Fig. 3. Z-values, computed versus different values of $K$, reflecting different cost measures appointed to the nonsense mistranslations ($g(a, \text{stop codon}) = -K$). Z-value is maximum when $K = 4.5$ and PAM74-100 matrix are applied; whereas, the optimal value of $K$ is 3.0 for mutation matrix. Note that these values are relatively lower than other values in the corresponding matrices which are in accordance with the high deleterious effects of nonsense mutations. In case of $\phi^{HH}$ (presented by $\text{HH} + K$ in the graph) the plots behave approximately the same as $\phi^{HH}$ (presented by $\text{HH} + K$); however, with lower significance.

The results were astonishing, as no random genetic code scored higher than the canonical one (compare this result with an average of 2 better codes in every $10^5$ ones, obtained by Gilis et al., 2001). The distribution of scores is shown in Fig. 2, where the score of the canonical genetic code is indicated by an arrow.

Next, we calculated Z-value, while including nonsense mistranslations. As it will be discussed later, it is alleged that, the lower the mean frequency of a codon, the less reduction it would cause in the total fitness due to its nonsense mistranslations. In other words, we have, in effect, changed $\phi^{HH}$ to:

\[
\phi^{HH} = \frac{64}{\sum_{c=1}^{4} f(c)} \sum_{c'=1}^{4} p(c'|c) g(a(c), a(c'))
\]

\[ + \sum_{c'=1}^{4} p(sc|c) g(a(c), sc) \]

Note that ‘sc’, stands for “stop codon”.

Setting $g(a, \text{stop codon}) = -K$, we plotted Z-values versus values of $K$, aiming to determine an appropriate function as the cost measure of the nonsense mistranslations. In each case, $4 \times 10^7$ random
codes were generated before calculating Z-value for both PAM74-100 and mutation matrix. As depicted in Fig. 3, Z is maximized when K equals 4.5 in the case of PAM74-100, and 3.0 when applying mutation matrix, suggesting that the average cost of a nonsense mistranslation, when using these two matrices, roughly equals −4.5 and −3.0, respectively. Comparing these values with other cost measures indicated in PAM74-100 and mutation matrices, reveals the fact that very few of the allowed mistranslations (single base) are as costly as the reported values (−4.5 and −3.0), which is in accordance with our classic intuition of the high deleterious effect of a nonsense mutation. For the sake of comparison, the plots of Z-value versus K while applying nonsense mistranslations to the function ϕHH have also been included in Fig. 3.

In our third set of experiments, we again plotted Z-value, but this time against different values of Inc, treating K as a constant. Both matrices were applied, and as shown in Fig. 4, the results were controversial in each case. The canonical genetic code shows no optimization while applying PAM74-100; whereas, mutation matrix proves to be more promising in the case of biochemically related amino acid pairs. For the sake of comparison, we plotted ϕHH ignoring nonsense mistranslations against increasing values of Inc, providing extra weights to the biochemically related amino acids. In both cases, Z-values were decreased at approximately the same rate, subject to increasing values of Inc.

Ultimately 1.2 × 10^9 random genetic codes were generated and ϕHH s were calculated, applying K = 4.5 and 3.0, for both PAM74-100 and mutation matrices, respectively, as cost functions (results shown in Fig. 5).

For the sake of comparison, we calculated Z-values using different ϕ functions, generating 1.98 × 10^9 random codes in each case. The results have been tabulated in Table 3, where Z-values obtained from mutation matrix and PAM74-100 are both included.

Table 3
Comparison of Z-values obtained, while using different ϕ functions and cost functions

<table>
<thead>
<tr>
<th>Applied fitness function</th>
<th>Z-value, using PAM74-100</th>
<th>Using mutation matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>ϕfaa by Gilis et al. (2001)</td>
<td>6.3018</td>
<td>5.2359</td>
</tr>
<tr>
<td>ϕHH</td>
<td>6.4173</td>
<td>5.3148</td>
</tr>
<tr>
<td>ϕHH after applying K = 4.5 and 3.0</td>
<td>6.7139</td>
<td>5.4004</td>
</tr>
</tbody>
</table>

Results include both PAM74-100 and mutation matrix.
Fig. 5. The score distribution of $1.2 \times 10^9$ random codes when applying nonsense mistranslations ($K = 4.5$ for PAM$_{74-100}$ and $K = 3.0$ for mutation matrix). In each case, the score of the canonical genetic code is indicated by an arrow.

4. Discussion and conclusion

The hypothesis that natural selection has shaped the genetic code to minimize the effects of mutation and mistranslation has been established and supported by researches and experiments prior to ours. But this becomes even more apparent when we consider other constraints whose influence might have played some role in the genetic code’s evolution to its final state.

First, we modified $\phi_{faa}$ (introduced by Gilis et al., 2001) in order to add the effects of nonsense mistranslations to the other types of errors previously included. We started with the assumption that observed amino acids in proteomes are selected and optimal, and that genetic codes were selected in part to produce those frequencies (Gilis et al., 2001). The term $p(a|c)b(h(a,c))$ in $\phi_{faa}$ was included to reflect the average frequency of codons in the genome of living organisms, based upon the assumption that the $n(a)$ codons of amino acid $a$ have an average frequency of $p(a)/n(a)$. For example, suppose that in a randomly generated code, Leucine is assigned the single codon AUG. In this case, an average of 10.15% of all codons in the genome of living organisms should be AUG, in order to satisfy Leucine’s empirical frequency of occurrence in protein sequences. Such a deviation from the expected value of 1/61 (1.64%) requires unusual evolutionary pressure over the genetic code and seems only probable under highly restricted conditions. This favors a high correlation between the number of codons assigned to an amino acid and its frequency, as previously debated by King and Jukes...
probability that a genetic code retains the frequency of amino acid $a$ is equal to its empirical expected frequency, then the relative degeneracy of the amino acid in the code is optimal. The universal genetic code exhibits such a correlation, as expected (Fig. 1). In order to consider this issue in our fitness function, we introduced $f(c)$, which reflects the probability of obtaining $n(a)$ codons for the amino acid $a$ by conjecturing a $z$-score function named $y$. $y$ is defined to reflect the probability that a genetic code retains the frequency $p(a)$ for the amino acid $a$, if its relative codon degeneracy equals $n(a(c))/(n(total) - n(sc))$. Thus, according to the central limit theorem, $y$ roughly exhibits a normal distribution with a mean value of 0, and a variance of 1. Yet, since the correlation between code and amino acid is not a precise one, $y$ is divided by a constant ($S$), in order to increase the standard deviation of amino acid frequency. Note that a value of 100 is used for $S$ to be as conservative as possible. Literally, $f(c)$ is a derivative of normal probability function with the assumption that $y$ has a $z$-score distribution, indicating the probability that a random genetic code, by chance, might be able to show the observed amino acid frequencies if it possesses a known amino acid degeneracy. In short, this function results in a lower score for codes in which some codon frequencies are too high or too low. As previously reported, the inclusion of $f(c)$ in previously defined $\psi^{HH}$ resulted in an improvement of the computed genetic code optimization, far more than what had been previously attained. We should hereby mention that amino acid target frequencies have been assumed to be homogenous throughout code evolution and are equal to present-day empirical frequencies, however, there is evidence that amino acid frequencies have not been homogenous over time and if confirmed, this should be also taken into account in future studies (Brooks et al., 2002).

When considering the nonsense mistranslations, we hypothesized that positioning the codons with lower average frequencies, in a shorter codon distance from the stop codons should increase the fitness score, as there are fewer opportunities for such mutations to occur. This pattern can be observed in the canonical genetic code, as many of the amino acids near the stop codons are both rare and low in degeneracy (like Cys, Trp, Tyr). $p(a)h(a)$ is introduced to be an indication of codon frequency, although rather roughly. This is equivalent to stating that in an optimized genetic code, we need a relatively low $p(a)h(a)$ for the amino acids located in the vicinity of stop codons (in terms of mutation). The term $p(a)h(a)$ had already been considered in our $\psi^{HH}$, so we simply assigned a value of $-1$ as a cost measure of mutations to stop codons ($g(t, \text{stop-codon}) = -1$), and the corresponding results showed an increase of about 1.7 percent in the $Z$-value, which was quite impressive. Despite the improvements achieved, it was not satisfactory due to the fact that, when assigning this cost measure, mistranslations leading to stop codons were occasionally more favorable than many other amino acids, which does not seem rational. Thus we tried to determine an appropriate value as the cost measure of such mistranslations ($K$), assuming that the code, and the value of $K$, is co-optimized ($g(t, \text{stop-codon}) = -K$). Hence, we altered the cost measure of nonsense mistranslations from $-1$ to $-K$ in our scoring matrices (both PAM$_{14-100}$ and mutation), and determined the most optimized $K$ as previously mentioned in Section 3.

As a test case for determining the accuracy of our fitness function ($\psi^{HH}$), we compared the scores of the canonical genetic code and the vertebrate mitochondrial genetic code, applying different $\psi$ functions. The vertebrate mitochondrial genetic code has been shaped under specific circumstances with many constraints. In an environment forcing the same limitations, the mitochondrial genetic code should score higher than the canonical one, but in normal organisms the canonical genetic code should illustrate a higher fitness. In the case of $\psi^{HH}$ and $\psi^{HH}$, when using PAM$_{14-100}$, the mitochondrial genetic code scores higher than the canonical one, but when applying $K = 4.5$, the universal genetic code shows a significantly better fitness score (Table 4).

Some years ago, Ronneberg et al. (2000), debated the significance of code-metabolism coevolution theory, based on the biochemical pathways and determined a value of 62% as the probability of the genetic code having shaped itself by chance. In accordance with this statement, we hereby suggest that any assertion on the basis of the biosynthetic relations should be made using a special cost function, as different cost measures reveal controversial behaviors. In case of PAM$_{14-100}$, no better $Z$-values were obtained when overweighing the cost measures between biochemically related amino acids. On the other hand, applying mutation matrix exhibits the exact opposite. As
to which one is more accurate, further studies should be employed. Here we have included the main pairs of amino acids which might have caused such differences, as their values show great differences in the two studied matrices (Table 5).

Since the initial shape of the genetic code has had a great deal of influence on its final state, we should take into account all possible factors that might have affected the evolution of the genetic code, however, to their appropriate extent. In this paper, we have increased the known significance of the canonical genetic code by considering the two new factors discussed above (nonsense mistranslations and relative frequencies of amino acids). However, there are still many factors to be discussed, those with which we can more accurately model the constraints and conditions being present at the dawn of life on this planet.
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